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?
MNIST = Mixed National Institute of Standards and Technology - Download the dataset at http://yann.lecun.com/exdb/mnist/

Hello World: handwritten digits classification - MNIST

Presenter
Presentation Notes
The MNIST dataset contains 60,000 handwritten digits labeled with their correct meaning. This dataset can be downloaded from: http://yann.lecun.com/exdb/mnist/

http://yann.lecun.com/exdb/mnist/
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Very simple model: softmax classification

784 pixels

from TensorFlow and Deep Learning, Martin Gorner

Presenter
Presentation Notes
Neuron inputs = weighted sum of pixels + biases
Neuron outputs = normalised exponential of inputs (softmax) - the highest value is the recognised digit. Since the values are normalised they are between 0 and 1 and can be interpreted as probabilities. Each one of the 10 output neurons computes the probability of this digit being a 1, a 2, a 3 and so on.

__________________________________________________________________________
Latex equations:
L_n = \sum\limits_{i=0}^{N_{pixels}}{W_{ni}.X_i} + b_n
\\
softmax(L_n) = e^{L_n}/.||e^L||



Presenter
Presentation Notes
X is the image, weights W and biases b are learned. Y is the prediction of what a given image represents.
__________________________________________________________________________
Latex equations:
Y = softmax(W.X+b)
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algorithm y = Wx + b

What is W (learned parameter)?

8
Jinn-Liang Liu
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Predictions                         Images      Weights   Biases

Y[100, 10]                        X[100, 784]   W[784,10]   b[10]

matrix multiply broadcast 
on all lines

Softmax, on a batch of images

applied line by 
line

tensor shapes in [ ]

Presenter
Presentation Notes
We process a batch of 100 images at once. By putting the 100 flattened images into a matrix, we can process all of them with one matrix multiply.
But we have to add the 10 biases to all the lines of the resulting 100x10 matrix. We just write “+” but b gets replicated on all lines using a convention called “broadcasting”: If the + cannot be done because tensor shapes are not compatible, try replicating the second tensor as many times as needed to make them compatible.
Broadcasting semantics: the same in numpy and in tensorflow
__________________________________________________________________________
Latex equations:
Y = softmax(X.W+b)
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Y = tf.nn.softmax(tf.matmul(X, W) + 
b)

tensor shapes:  X[100, 784]   W[748,10]   b[10]

matrix multiply broadcast 
on all lines

Now in TensorFlow (Python)

Presenter
Presentation Notes
This is our “model”
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Presenter
Presentation Notes
How do we know we succeeded ?
The usual loss function used for classification problems is called “cross-entropy”. There is a good explanation here for why it works well. In a nutshell, compared to L2 (sum of squared differences, which we could also use), it puts more distance between results that have a good confidence level (one 0.99 and all others at 0.01 for ex) and results that are weaker (one 0.6 and nine 0.4 output probabilities).

__________________________________________________________________________
Latex equation:
-\sum{Y'_i.log(Y_i)}



92
%

Presenter
Presentation Notes
Still, getting it right on 92% of the test set with such a simplistic model is quite nice
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