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CPU V.S. GPUCPU V.S. GPU

Question : If we can speed up the computation of CPU, itQuestion : If we can speed up the computation of CPU, it’’s no use about   s no use about   
GPU, doesnGPU, doesn’’t if ? t if ? 

Reply : In Table II, we spend twice time to transfer data than cReply : In Table II, we spend twice time to transfer data than computation.omputation.
But, itBut, it’’s not means we can take place of GPU by CPU. We just  s not means we can take place of GPU by CPU. We just  
transfer data to GPU once, but we can do severtransfer data to GPU once, but we can do several times al times 
computation in GPU . As a result, the time we computation in GPU . As a result, the time we cost in transfer is  cost in transfer is  
sin that is necessaries.sin that is necessaries.



Thread=512      N=number of block * threads   size= size of (float) byte

experimental platform : Geforce 8800 GT

Num of blockNum of block sizesize GPUGPU Drive Drive --> Host > Host CPUCPU
1616 32          KB32          KB 1.1940961.194096 0.1262730.126273 00

3232 64          KB64          KB 1.2286481.228648 0.1813080.181308 00
6464 128        KB128        KB 1.2174731.217473 0.3788190.378819 00

128128 256        KB256        KB 1.2509971.250997 0.4983870.498387 00
256256 512        KB512        KB 1.2954161.295416 0.9998480.999848 00

512512 1.024     MB1.024     MB 1.3574351.357435 1.5613721.561372 00
10241024 2.048     MB2.048     MB 1.4633141.463314 2.8154422.815442 00

20482048 4.096     MB4.096     MB 1.7801151.780115 4.6519884.651988 1616
40964096 8.192     MB8.192     MB 2.2150862.215086 9.0673759.067375 1515

81928192 1.6384   MB1.6384   MB 3.2174483.217448 18.71774318.717743 3131
1638416384 3.2768   MB3.2768   MB 5.0308075.030807 38.32666038.326660 6363

3276832768 6.5536   MB6.5536   MB 8.6374108.637410 65.66840465.668404 125125
6553665536 131131 MBMB 15.66707515.667075 135.295959135.295959 266266
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ComputationComputation
Matrix multiple

A : m*n,  B : n*p.  A * B : m*pA : m*n,  B : n*p.  A * B : m*p

The data we need to transfer is  n*(p+m)*sizeof(float)byte

The times we do computation is (m*p)*(addition) + (n^2)*(plus)

A : 1*n,  B : 1*n.  A + B : 1*nA : 1*n,  B : 1*n.  A + B : 1*n

The data we need to transfer is  (2*n)*sizeof(float)byte

The times we do computation is (n)*(addition) 

Vector addition

Ratio of addition and multiple (multiple / addition)
The ratio of data transfer is  (p+m)

The ratio of computation is   [(m*p)*(addition) + (n^2)*(plus)] /(n)*(addition) 



remainremain
How to do several data in finite threadHow to do several data in finite thread

How to computation (multiple) between matrix and vector (inner How to computation (multiple) between matrix and vector (inner 
product and outer product) product and outer product) 


