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Program structure[1]

Use high precision

Main function

1_1 pivot

main.cpp
<Note> 
do 1_1 pivot in case_1 to case_3 

test_matrix.cp
p

<Note>
test constructor and display



Program structure[2]
test_Bunch_Kaufman.c
pp

test_Bunch_Kaufman.cpp

<Note>
test LDL’ = 
PAP’



Program structure[3]
Bunch_Kaufman.cp
p

Initial & declare

Bunch_Kaufman.cp
p

Assert  

Bunch_Kaufman.cp
p

Construct matrix L , pivot 
& permutation



Program structure[4]

Bunch_Kaufman.cp
p

Bunch_Kaufman.cp
p

<Note>
If a_kk >= α *λ , then do 
Case_1

1_1 Pivot

Bunch_Kaufman.cp
p

<Note>
If a_kk*λ_r  >= α * λ _1^2 , then do 
Case_2



Program structure[5]
Bunch_Kaufman.cp
p

Update matrixes

do Pivot

If a_rr >= α * λ_r , then do 
case_3 Bunch_Kaufman.cp

p

If a_rr < α * λ_r, do Case_



Program structure[6]
Bunch_Kaufman.cp
p

Compute determine

Compute matrix L

Update matrix A



Matlab[1]

• MatLab is more convenient in matrix computation.

• The code in matlab will be shorter.

• The code in matlab is easier to construct.

• C program is more difficult to construct, but may more fast .  (?)



Matlab[2]
n = 100  time = 0.097959

n = 200  time = 0.197049

n = 400  time = 2.403642

n = 800  time = 21.268364

LDL’ =  PAP’ composition

n = 100  time = 0.001295

n = 200  time = 0.002731

n = 400  time = 0.012545

n = 800  time = 0.028716

Linear solver in forward

n = 100  time = 0.087844

n = 200  time = 0.305122

n = 400  time = 1.568356

n = 800  time = 8.895769

Linear solver in backward

Conclusion : 
(i) we spend most time in decomposition
(ii)  forward is more faster than backward  



Memory usage

• A lower triangle matrix to store the initial matrix A   [ m*(m+1) / 2 ] * 
doublereal

• A column vector to store matrix pivot  [(m*1)] * integer 

• A column vector to store matrix Per(mutation) [(m*1)] *integer

• A temporary matrix to store matrix L  [(m*2)] * doublereal

• Totally  (1)  [ m(m+5) / 2  ] * doublereal (2)  (2m) * integer

• (this statistics is roughly and ignore other data which are not matrix date 
type)



Speedup strategy 

• Using mutilthread

• We will load lower triangle matrix A into graphical card at first.

• In case_4, we can use different thread to compute determine(because
they’re independent)

• When we finish decomposition , we must back to do linear solver, then 
we can use different thread to make computation fast. (even in 
backward or forward,  we always do many computation into element
multiple)

• However , we still not solve the major problem such that we have to 
spend our most time in composition . 


