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THE  LINEAR  PROGRAMMING  PROBLEM 

 

Standard – Form  Linear  Problem  

 

                         Minimize      � 	  
�� 

                          Subject  to �� 	 � , � � 0  

 

where  xxxx 	 � ��,  , �!"# , cccc 	 � $�, , $!"# , b b b b 	 � %�,  , %&"# ,  
and   � 	 matrix  of  �*+," 
� -    .%/0$1230  456$12.6  


 -    $.71  30$1.8    $+  :  cost coefficient   2 	 1, ,:  

�  :  right-hand-side  vector   

%+ -  right-hand-side  coefficient   2 	 1, ,: 

� -     $.6718*261  :*182� 

; *+,x,!
,<� 	 %+ - 2th  10$=6.>.?2$*>  $.6718*261 

 

Embedded  Assumption 

 

1. Proportionality    assumption 

2. Additivity    assumption 

3. Divisibility    assumption 

4. Certainty    assumption 

 

Converting  to  Standard  Form 

 

Linear  Inequalities  and  Equations. 

If  2th   10$=6.>.?2$*>   $.6718*26  has  the  form 

                        ; *+,�,!
,<� N %+ 

then  add  a  nonnegative  7>*$P  3*82*%>0  7+  � 0 

                       ; *+,�,!
,<� Q 7+ 	 %+ 



If  2th   10$=6.>.?2$*>   $.6718*26  has  the  form 

                        ; *+,�,!
,<� � %+ 

then  add  a  nonnegative  758R>57 3*82*%>0  0+  � 0 

                       ; *+,�,!
,<� S 0+ 	 %+  

 

Restricted  and  Unrestricted  Variables. 

 

If   �+ � >+   , then  let   �+ 	  �+  Q  >+   and  �+  � 0 

If   �+ N 5+  , then  let   �+ 	  5+ S �+    and  �+  � 0 

If   �+ T  R , then  let   �+ 	  �+ S �VW   and   �+  � 0,   �VW  � 0 

 

Maximization  and  Minimization 

maximum X; $,�,!
,<� Y 	  S minimum X; S$,�,!

,<� Y 

 

Geometry  of   Linear  Programming 

 

BASIC  TERMINOLOGY  OF  LINEAR  PROGRAMMING 

 

Z 	 [� T \!|�� 	 �, � � 0 ^ - feasible  domain  or  feasible  region 

when  Z  is  not  empty, the  linear  program  is  said  to  be  $.67271061
.   

 

For  a  consistent  linear  program  with  feasible  solution  �`, if 
��` attains  the  minimum, then x` is  an  .R12:*>  7.>512.6. 
 

if  a b s. t.  
�� � b  c � T Z , then the linaer  program is %.56d0d. 
 

 

SOME  DEFNITION 

 

=eR08R>*60 - f 	 [� T \!gh�� 	  i^ 



$>.70d  =*>4  7R*$0 - fj  	 [� T \!gh�� N  i^, 
fk  	 [� T \!gh�� �  i^ 
 

6.8:*>  of  f - l  
mnopqorhsp f 	 [� T \!g
�� 	  i^ tpou
v   vmp  
wsvwxqy   
wz  w�{p
vu|p  zxs
vuws .      
 

R.>e=0d8*>  701  or  R.>e=0d8.6 - 
 a  set  formed  by  the  intersection  of   }inite  closed  halfspaces. 
R.>e1.R0 - nonempty  and  bounded  polyhedron. 
 

zphyu�rp  tw~hus  Z  uy  h  owrnmptqhr  ypv ! 
Let   ��,   , �� T \!, ��,  , ��  T \ 

Linear  combination -  ���� Q  Q ���� 

 af}ine  combination -  Linear  combination  & �� Q  Q �� 	 1  
convex  combination -  af}ine  combination  & 0 N ��,  , �� N 1 

For  a   set     � �   \! and  � � �  
If  for  any  two  points  ��, ��  T � , their   every    af}ine�convex"     
combination   is   contained   in   � , then  we  say   �  is   af}ine�convex"    
 

�n   h�w|p  tpzusvuwsy  ,�p  �sw�  ��l�����  ���l��  uy  
ws|p� ! 
 

Separation  Theorem 

Let  �  be  a  convex  subset  of  \! and  �  be  a  boundary  point  of  �  . 
Then  there  is  a  hyperplane  f  containing  �  with  �  contained  in 

either  fj or fk  .  

 

75RR.8126?  =eR08R>*60  f - 
a  hyperplane  f that  satis}ies �i"f � � � � and �ii"fj � � . 
 

Graphical  method - the  intersection  set  of  the  polyhedral  set Z 



and  the supporting  hyperplane  with  the  negative  cost  vector  – c as  its  normal  provides  optimal  solutions  to  our  linear  program- 

ming  problem . 
 

� 	 Z � f is  called  a  face  of  Z. �1" �  is  a  zero-dimension  set , we  have  a  30810� . �2" one-dimension, an  0d?0 . �3"one   dimension   less   than  Z, a  4*$01 . 
 

EXTREME  POINTS  AND  BASIC  FEASIBLE  SOLUTIONS 

 

A  point  �  in  a  convex  set  b  is  said  to  be  an  0�180:0  R.261  of  b 

if  �  is  not  a  convex  combination  of  any  other  two  distincts  points 
in  b . 
 

Let  � 	 ���| |�!", we  call  column  �,  the  corresponding  column 

of   the  /th  component  �, of  � .   
 

�mpwqp~ 

A   point  �  of  the  polyhedral  set  Z  is  an  extreme  point  of  Z   iff 
the  columns  of  �  corresponding  to  the  positive  components  of  � 

are  linearly  independent .   
 

 

For   an   : �  6  matix  �  �assuming  : N 6", if  there  exist  :  
linearly   independent  columns  of  � , then  we  say  �  has  45>>  
8.�  8*6P   or  45>>  8*6P  in  short  . 

   
in  the  case,we  can  group  those  :  linearly  independent  columns   together  to  form  a  %*727  �  and  leave  the  remaining  6 S :  colu- 

mns  as  6.6%*727  �.   i. e.  �  can  be  rearrange  to  be  �� | �  
also  � 	 ¡�¢�£¤  , componet  of  �¢ - basic  variables  
              componet  of  �£ - nonbasic  variables  sine  �  is  invertible ,we  can  set  �¥ 	 ¦, then  solve  ��§ 	 � 

The  vector  �  becomes  a  %*72$  7.>512.6 .   



if   �¢ 	 B©�b � 0, then  we  say  �  is  a %*72$  40*72%>0  7.>512.6 . 
 

Note - There  are  at  most  b�6,:" basic  solutions . 
 

«wqwrrhqn . 
 �  is  an  extreme  point  of  Z   iff   �  is  a  basic  feasible  solution  corresponding  to  some  basis  � . 

«wqwrrhqn . 
For  a  given  linear  program  in  its  standard  form, there  are 
at  most  b�6,:" extreme  point  in  Z. 
 

NONDEGENERACY  AND  ADJACENCY 

we  de}ine  a  basic  feasible  solution  to  be  6.6d0?0608*10, if  it  has 
exactly  m  positive  basic  variables . Otherwise,we  call d0?0608*10 .  
Moreover, we  say  a  linear  programming  problem  is  6.6d0?0608*10  if  
all  basic  feasible  solution  are  nondegenerate .  In  this  case, there  is  a  one-to-one  corespondence  between  the   extreme  point  and  
basic  feasible  solution  . 
 

Two  basic  feasible  solution  of  Z  are  *d/*$061, if  they  use : S 1 

basic   variables  in  common  to  form  basis . 
 

RESOLUTION  THEOREM  FOR  CONVEX  POLYHEDRONS 

 

An  0�180:*>  d280$12.6  of  a  polyhedral  set  Z  is  a  nonzero  vector 
t T \! s. t.  c� T Z     the  ray [� T \!|� 	 � Q  �t, � � 0^ ® Z. 
 

t  is  an  extremal  direction  iff  �t 	 0  , t � 0 . 
Z  is  unbounded   iff   Z  has   an  extremal  direction.  
 

Resolution  Theorem  

Let  ¯ 	  °|+ T \!g2 T ±²  be  the  set  of  all  extreme  points  of  Z  
with  a  }inite  index  set  ± . Then  for  each  � T Z,we  have 
� 	  ;�+|+

+T³
Q t    , where ;�+

+T³
	 1 ,   �+ � 0  , c2 T ± 

and  t  is  either  the  zero  vector  or  an  extremal  direction  of  Z.  



 

«wqwrrhqn . 
If  Z  is  bounded�a polytope", then  each    � T Z is  a  convex   
combination   of  the  extreme  points  of  Z .  
 

«wqwrrhqn . 
If  Z  is  nonempty, then  it  has  at  least  one  extreme  point . 
 

 

Fundamental  Theorem  of  Linear  Programming 

For  a  consistent  linear  program  in  its  standard  form  with  a  
feasible  domain  Z, the  minmum  objective  value � 	 
��  over Z  is  either  unbounded  below  or  is  achievable  at  least  at  one 
extreme  point  of  Z.   
 

 

  The  Revised  Simplex  Method   

�1"How  do  we  start  with  an  extreme  point  ?  �2"How  do  we  move  from  one  extreme  point  to  a  better  
      neighboring  extreme  point  in  an  ef}icient  way  ?  �3"When do  we  stop  the  process ?    
 

For  a  given  basic  feasible  solution �` 	 X�¢̀�£̀Y ,  
� 	  ��|�"   and  
 	  ·
¢
£¸    the  linear  programming  problem  becomes 

                     Minimize  � 	  
¢#  �¢  Q   
£#  �£  subject  to   ��¢ Q  ��£  	   b; �¢ � 0;  �£ � 0  
 

 s. t.   �¢ 	 �©�� S �©���£ 

              � 	 
¢#  ��©�� S �©���£"  Q  
£#  �£ 

                 	  
¢#�©�� Q � 
£# S 
¢#�©��"�£ 

                 	  
¢#�©�� Q q# ¡�¢�£¤ 



where                 q 	  · 0

£ S �©��#
¢¸  

 

  � S �` 	 q# ¡�¢�£¤            c � T  Z   Note - if  every  component  of  
£ S �©��#
¢  is  nonnegative, then  � S �` � 0       c � T  Z,   i. e.  �`  is  optimal   !  
we  named  q  the  80d5$0d  $.71  30$1.8.      
 

«ws
rxyuws -  
If   �` 	 X�¢̀�£̀Y 	 X

�©��
0 Y � 0   is  a   basic  feasible  solution  with 

nonnegative  reduced  costs  vector  q , then �`  is  an  optimal  
solutin  to  the  linear  programming  problem .  
 

ºvwoous»  qxrp  wz  yu~orp�  ~pvmwt
S 
mp
�us»  zwq  wovu~hruvn     

assume  �¼  is  the  index  set  of  basic  variables  in  �`, 
and   �¼  is  the  index  set  of  nonbasic  variables  in  �`,    
if  8½ =  $½ S 
¢#�©��½ � 0      for  each  ¾ T  �¼  
then  we  can  terminate  the  simplex  method  with  an  optimal   
solutin   �` .  

  

Note -  �½ 	 �½     for  each  ¾ T  �¼   

 

¿vpqhvuwsy  wz  vmp  ºu~orp�  Àpvmwt
SÀw|pus»  zwq  ¿~oqw|p~psv 

 

Direction  of  Translation  
          �¢ 	 �©�Á � S �½�½   Â  

          t½ 	 ·©�ÃÄ�Å pÅ ¸ for  each  ¾ T  �¼    



�t½ 	 ��|�" XS�©��½  p½ Y  	  �½ S �½ 	 ¦  
 

   
���` Q  αt½"  Ç   
��`      for  α È   0.   

�t½ 	 �
¢#|
£#" XS�

©��½  p½ Y 	   $½ S 
¢#�©��½  Ç 0  
i. e.   8½ Ç 0  assure  the  corresponding  edge  direction  is  a  good 

direction  of  translation   .  
 

«ws
rxyuws -  
Let   �` 	 X�©��0 Y � 0   be  a   basic  feasible  solution .  If  8½ Ç 0   
 for  some  nonbasic  variable  �½ , then  the  edge  direction t½ 

leads  to  an  improvement  in  the  objective  value  .   
And   if  there  is  a  feasible  edge  direction   t½ � ¦  with 8½ Ç 0 ,  
then  the  linear  programming  problem  is  unbounded  below. 
 

ºvpo  Éps»vm 

  

 α 	  ÊËÌËÍÎÍ,T�¼  XS ÏÐ̀ÑÐÅ ÒdÓ
½ Ç 0Y  :262:56  8*12.  1071   

 

º��Ô�¿�Õ  �Ö×  º¿ÀØÉ×Ù  À×�ÖÚÛ  
 

��w S Ømhyp  Àpvmwt  consider �Ü 	  ��Ýl , �Þl , , ��l  "  # T \&      *81242$2*>  3*82*%>07  Z=*70  ±  problem - 
                            Minimize       � 	  ;��l 

:

2	1
    



                       Subject  to  �� Q �* 	 � ; � � 0 ;    �* � 0   
¡ ��Ü`¤  	  ·

¦
�¸  is  a  basic  feasible  solution  to  Phase  I  problem   �u» Sß  Àpvmwt    

impose  a  large  penalty  à
È 0  4.8  *81242$2*>  3*82*%>07 , 1=06  7.>30  

                Minimize       � 	   ; c/�/ 
6

/	1
Q;à��l 
:

2	1
  

              Subject  to  �� Q �* 	 � ; � � 0 ;    �* � 0   
¡ ��Ü`¤  	  ·

¦
�¸  is  a  starting   basic  feasible  solution .  In  fact , how  big  the  à  we  need   choose  is  not  easy  to  determine .     

 

 

�Ö×  Ô×á¿º×Û  º¿ÀØÉ×Ù  À×�ÖÚÛ   
ºvpo Ý - Compute  the  "simplex  multipliers"  �, by  solving  

�#� 	 
¢   ºvpo Þ - Compute  the  reduced  costs   
                                        8,  =  $, S�#ã,        c / ä   �¼. 
ºvpo å�
mp
�  zwq  wovu~hruvn": If     8, � 0     c / ä   �¼. then  STOP. 
The  current  solution  is  OPTIMAL .  
ºvpo ç�psvpq  vmp  �hyuy": Choose  ¾ ä   �¼  s. t.    8½ Ç 0. 
ºvpo è�pt»p  tuqp
vuws": Compute  t½  by  solving   
                                     �t 	  S�½    and  set   t½ 	  X tp½Y.  
ºvpo é�
mp
�  zwq  xs�wxstptspyy": If  t � ¦ , then  STOP.  
The  problem  is  unbounded  below.  
ºvpo ê�rph|p  vmp  �hyuy  hst  yvpo S rps»vm":  
Find  an  index  /�  and  step S length  α  according  to  



  α 	 S �,ëd,ë 	  min�ì+ì& XS
�,íd,í îd,í Ç 0Y  

ºvpo ï�xothvp": Set  
                              �½  ð  ñ  

�,í  ð  �,í Q  ñd,í    for    1 N 2 N :    
                                �  ð  � Q ò�½ S �,ëópôõ   
                                �¼   ð   �¼ ö [¾^\[ /�^ 
Go  to   ºvpo Ý .  
 

Ôpzpqps
p  
Shu S Cherng  Fang , Sarat  Puthenpura , "ø260*8  ùR12:2�*12.6  
*6d  ú�10612.67. "  
 

 

 

 


